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Course overview

ECTS : 5 ECTS
Where: Telecom Paris
Volume : 12 × 3h30 (including one week for the exam)
When : 15/09/2022 to 15/12/2022

Online: All teaching materials on moodle:    
https://moodle.polytechnique.fr/

Students upload their projects / reports via moodle too.
All students **must** be registered on moodle.



Evaluation

Labs: 2 to 3 Labs with Jupyter notebooks graded (30% 
of the final grade).
Project. Evaluate 'jupyter' notebooks. 30% of final 
grade.
Exam. 3h Exam (40% of the final grade).



Labs

Labs use Python notebooks. 

Either run locally using jupyter, or in the cloud using 
google colab

Bring your laptops !!



During the lessons

Many small exercises : you should always try to solve them !
Helps you gain a better understanding quickly.

Please ask questions; it is ok to interrupt the course. Make sure 
you’ve understood everything.



Teaching staff

Alexandre Gramfort
Research Director, Inria, Parietal Team

Research topics:
- Machine learning
- Brain imaging
- Optimization
- Deep learning
- Scientific computing



Teaching staff

Pierre Ablin
Research scientist, CNRS & Université Paris-Dauphine
(Now at Apple Machine Learning Research)

Research topics:
- Machine learning
- Optimization
- Theoretical and applied deep learning



Teaching staff: teaching assistants

Omar Chehab
Ph.D. Student, Inria
Parietal Team

Guillaume Staerman
Postdoctoral researcher, Inria
Parietal Team



Teaching staff

We are all scientists: if you are interested in pursuing 
research, don’t hesitate to reach out to us ! 



Optimization : what, why, how?



An algorithm that tells whether 
there is a cat in a picture:

Yes

No
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Find mapping  h that assigns the “correct” target to each input 

An algorithm that tells whether 
there is a cat in a picture:

Yes

No

x: Input/Feature y: Output/Target



Labelled Data: The training set

Learning 
Algorithm

 -1

y= -1 means no/false



A parametrized decision function

h is a function parametrized by parameters   

Examples
Linear: 

Polynomial:

Neural network: 



Learning parameters
Goal : 

Find w such that for (x, y) in our dataset : 

Mathematical reformulation

Find w that minimizes a discrepancy: 



Loss function

Loss Functions

The Training Problem

Typically a 
convex function



Choosing the loss function

Quadratic Loss

Binary Loss

Hinge Loss

EXE: Plot the binary and hinge loss function in when           

y=1 in all 
figures



The Machine Learners Job



Optimization

Optimization : find an algorithm to minimize the function

The Training Problem



What you’ll learn in this course

Overcome three challenges associated to optimization

The Training Problem



Challenge 1: different settings

Regularity: Is it differentiable ?  Convex ? Smooth ? 
Defined everywhere ?

What do we know about F?

Leads to different algorithms

The Training Problem



Challenge 2: theoretical guarantees

Theory :  Does it converge ? In which sense ? At which 
speed ? 

What can we say about the algorithm?

The Training Problem



Challenge 3: practical implementation

Speed and scaling:  How to write good code ? How to 
make algorithms fast ? What if we are in a large scale 
setting (n, d large) ?

How can we implement algorithms ?

The Training Problem
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